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Abstract

Objectives: The overall goal of this project was to improve the representation of combustion processes
in coupled fire-atmosphere models operating at the landscape level. Models intended to be used for
landscape-scale fires (hundreds of meters to 10s of kilometers), typically divide the simulation domain up
into a mesh of grid cells and these grid cells typically range in size from 1-30 meters on a side. As the
processes governing combustion occur on considerably smaller scales, models require a means of
describing these processes capable of dealing with heterogeneity within a cell and must also be scalable
if the cell size is changed. A detailed examination of these combustion processes will improve our
understanding of fine-fuel heat exchange, ignition, and fire spread and how fire behavior may be affected
by fuel conditions. The specific objectives of the project are to: 1) Track real-time high-resolution fuel
moisture dynamics and fuel consumption at sub-meter scale in natural fuel beds containing both live and
dead fuels; 2) Evaluate the subgrid-scale parameterization of solid-phase combustion used in a coupled
fire-atmosphere models; 3) Examine how model resolution affects the level of detail required in subgrid
scale models of combustion processes; 4) Examine interactions among fuel heterogeneity, in both
arrangement and load that influences fire spread, principally through fire-atmosphere interactions.

Technical Approach: This project consists of a combination of field experiments and model simulations.
The field experiments focus on intensive measurements of small 4 by 4 meter blocks. Fuel moisture and
consumption measurements will utilize remote sensing techniques. For fuel moisture, we use a
combination of infrared remote sensing and targets of known radiative properties to solve a system of
equations that yield estimates of moisture fluxes from the vegetation. Additional infrared remote sensing
techniques developed in the laboratory to estimate fire radiative power and fuel consumption are used
for measuring natural fuels in the field. These two techniques combined track sub-meter scale changes in
fuel moisture and consumption. Estimates of sensible heat flux are obtained from flow field estimates
obtained through image analysis of visible imagery. Probability density functions are often used to
represent subgrid variability, which is not typically known in detail from the field or explicitly resolved due
to computational constraints. Such subgrid models have long been acknowledged as a key to model
versatility and their refinement is critical to allow the use of these models in a wider range of scenarios
and fire scales. Based on the measurements obtained in the field portion of this study, a new
parameterization for sub-grid processes related to temperature and moisture variation in wildfire
behavior models has been developed. The aim of the work described here is to improve the overall
performance of these models, particularly during lower-intensity fires where the sub-grid spatial and
temporal variations have significant impacts on fire behavior.

Benefits: The majority of fire model validation studies focus on comparing simulated fire perimeters to
what was observed. While this may serve as a first cut at validation, it raises the question of whether the
model is getting the right answer for the right reason. Only by looking at the small-scale processes can we
gain confidence in the model. This study examined fuel moisture and temperature dynamics at the sub-
meter scale to facilitate improved representations of combustion in fire spread models operating at the
landscape scale. This project will benefit Department of Defense managers by improving our
understanding of fuel moisture and temperature dynamics and advancing the capabilities of coupled fire-
atmosphere models through improved subgrid parameterizations that will improve model performance
in conditions consistent with a wide range of prescribed fire applications.
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Executive Summary
Introduction

Wildfire behavior and spread are influenced by complex processes involving interactions
between the fire and its surroundings. These interactions depend heavily on dynamic and
heterogeneous turbulent flow fields that connect the fire to the fire environment, surrounding
atmosphere, fuels, and topography. Computational fluid dynamic (CFD) techniques are used in
physics-based fire behavior models to represent the coupled fire-atmosphere interaction using
partial differential equations. These formulations describe the exchange of mass, momentum,
and energy through non-linear processes such as convective and radiative heating and cooling,
drag, turbulence, combustion, and evaporation. However, since wildland fires occur at large
spatial scales and involve complex non-linear processes occurring at a wide variety of scales, it is
not feasible to resolve all important phenomena over all relevant scales. Thus, sub-models or
parameterizations must be developed to capture the net effects of these sub-grid phenomena.

Recent CFD-based wildfire studies have focused on understanding the behavior of intense
wildfire scenarios, which are the most challenging to manage and pose significant risks to people,
communities, and infrastructure. The characteristic length scales of dominant fire phenomena
and fire geometry typically increase with the intensity of the fire, while the sensitivity of fires to
fine-scale variations in the ambient environment and the significance of fine-scale variations in
fire conditions decrease with the increase in the characteristic length scales. When conditions
are extreme and fires are intense, existing physics-based wildfire behavior models typically
perform well. However, the spatial scales of fire behavior are smaller and the importance of finer
scale variations in fire activity and fire environment is greater during lower-intensity fires. As the
relevant length scales of the fire decrease relative to feasible model resolution, many physical
wildfire behavior models struggle in this regime.

Physics-based coupled fire atmosphere models use a series of coupled partial differential
equations to track the evolution of mass, momentum, energy, turbulence, and species of the
gases moving around a fire and the mass, moisture content, and temperature of the fuel. These
models are typically solved numerically on a three-dimensional grid, and the temperature and
moisture variations that govern some ignition and drying processes can be explicitly resolved on
meter scales. However, even at the sub-meter scale, there can be distributions of temperatures
and moisture conditions. Currently, these models employ the notion of a probability distribution
function (PDF) of temperatures within each grid cell to determine the moisture evaporation and
combustion rates. Using this approach, they avoid having a step function in the rate of
evaporation or combustion associated with the mean temperatures reaching critical values.
However, the current formulation still presents challenges for low-intensity fire scenarios, where
the moisture and temperature heterogeneity scales are even more poorly resolved. As the
importance of fine-scale variations increases with decreasing physical scales of the fires, the need
for a more dynamic and scenario-dependent representation of sub-grid distributions becomes
more apparent.
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The overall goal of this project is to improve the representation of subgrid-scale processes in
coupled fire-atmosphere models operating at the landscape level through the use of fine-scale
infrared remote sensing at the plot level. Infrared remote sensing, along with some additional
measurements of the ambient environment, allows us to track the temporal evolution of fuel
temperature and fuel moisture flux in heterogeneous fuel beds at a sub-meter scale, ideal for
evaluating subgrid scale combustion processes in the coupled model. The measurements need
to be amenable to similar averaging, as the governing equations for these models describe
changes in model variables averaged over a grid volume.

The current FIRETEC formulation explicitly tracks a mean solid fuel temperature and allows an
assumed temperature variance. The combination is used to determine how much of the fuel is
hot enough to evaporate water and to begin combusting as the temperature of the mean fuel
increases. However, this approach suffers when conditions are less extreme and the length scales
are small. In such cases, a parameterization needs to be flexible to account for multiple physical
processes occurring at a given cell temperature based on variations in the environment. The aim
of the work described here is to improve the overall performance of models like FIRETEC,
particularly during lower-intensity fires where the sub-grid spatial and temporal variations have
significant impacts on fire behavior.

Objectives

The overall goal of this project is to improve the representation of combustion processes in
coupled fire-atmosphere models operating at the landscape level. Models intended to be used
for landscape-scale fires (hundreds of meters to 10s of kilometers), typically divide the
simulation domain up into a mesh of grid cells and these grid cells typically range in size from 1-
30 meters on a side. As the processes governing combustion occur on considerably smaller
scales, models require a means of describing these processes that is capable of dealing with
heterogeneity within a cell and must also be scalable if the cell size is changed. A detailed
examination of these combustion processes will improve our understanding of fine-fuel heat
exchange, ignition, and fire spread and how fire behavior may be affected by fuel conditions.
The specific objectives of the project are to:

e Track real-time high-resolution fuel moisture dynamics and fuel consumption at sub-
meter scale in natural fuel beds containing both live and dead fuels.

e Evaluate the subgrid-scale parameterization of solid-phase combustion used in coupled
fire-atmosphere models

e Examine how model resolution affects the level of detail required in subgrid-scale
models of combustion processes.

e Examine interactions among fuel heterogeneity, in both arrangement and load that
influences fire spread, principally through fire-atmosphere interactions.

10
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e Use knowledge gained in pursuit of the first four objectives to advance a new
parameterization for fuel consumption in FIRETEC that is better capable of responding
to fine-scale variation in the fire environment.

Technical Approach

The focus of this study is to improve our understanding of how subgrid processes influence the
combustion process in FIRETEC. In each burning cell, the local rate of combustion is described in
terms of the change in bulk density of fine fuel particles with time which is a function of the local
bulk densities of fuel and oxygen, turbulent mixing, along with the fraction of the computational
cell that is actively burning. Currently, in FIRETEC, the burning fraction of the computational cell
is defined as a probability distribution function (PDF) that determines the fraction based on the
temperature of the cell, and this fraction is used to determine both the moisture evaporation
and combustion rates for the cell. Assessing how well this PDF performs requires fine-scale
estimates of temperature to be able to estimate a measured analog to the model’s PDF.
Additionally, to guide any refinement of the parameterization, we also obtain additional fine-
scale measurements to help us understand the system. These additional measurements include
estimates of the reaction rate, fluxes of moisture, and flow field measurements to provide
estimates of the turbulent mixing term in the reaction rate. Understanding these fine-scale
processes will guide improvements to the parameterization of the reaction rate.

Measurements for this study are collected using both infrared and visual cameras mounted on
tall tripods within the burn units. The height of the nadir-view tripod system (8.2m) provided a
4.8x6.4m field of view for the infrared camera with a pixel size on the order of a square
centimeter, providing sufficient resolution to allow scaling of quantities to the square meter and
larger sizes to represent model cell sizes. The infrared camera is used to directly estimate the
fraction of a model grid cell equivalent area burning, as well as provide additional estimates of
fuel consumption and fuel drying to aid in assessing the relative role of different subgrid
processes. For estimating the fractional area burning, the fraction of pixels above the Draper
point (525°C) within an analysis block was used. The size of analysis blocks was varied from 1 cm?
up to 4 m? to assess possible model resolution influences on subgrid phenomena.

It has been demonstrated that fire radiative energy is linearly related to the total amount of fuel
consumed, and that fire radiative power is linearly related to the rate of fuel consumption in a
statistically significant manner (Wooster, 2002; Wooster et al., 2005). Freeborn et al (2008)
utilized infrared remote sensing in a laboratory setting to evaluate relationships between energy
release, fuel mass loss, and emissions with good success. Loudermilk et al (2012) employed
infrared thermography to explore links between fuel structure and fire behavior at fine scales in
natural fuel beds. As expected, a linear relationship was found between energy release and fuel
consumption

To assess fuel drying with infrared imagery, a new methodology was developed based on solving
a coupled set of surface energy budgets for the fuel and a set of targets of known radiative

11
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properties inserted in the fuel bed. The targets streamline the calculation process by removing
the need for additional measurements such as a pyranometer for estimating solar radiation and
fine-scale estimates of the flow field. The targets are designed to have similar aerodynamic
properties as the vegetation but each target has a different known albedo. Since the targets lack
moisture, their energy budgets lack the latent heat flux term, and the aerodynamic similarity
results in a system of three equations with three unknowns: incoming solar radiation, sensible
heat flux, and latent heat flux for the fuels.

Information on fine-scale fire-induced flows is obtained using visual imagery and applying cross-
correlation particle image velocimetry (PIV). As an unseeded PIV measurement technique, we
relied on patterns generated by the fire: flames, smoke, and ash particles as our unseeded
tracers. These fine-scale flow fields are used to improve our understanding of subgrid turbulence
being produced by subgrid combustion and how this turbulence can sustain the combustion
process in the absence of turbulent mixing driven by larger-scale motions.

Our goal with these measurements was to develop and demonstrate techniques for collecting
sub-meter scale measurements suitable for investigating the subgrid parameterization of a range
of physical processes within a coupled fire-atmosphere model such as FIRETEC. While our focus
in this study is the parameterization of the combustion process and specifically the form of a PDF
used in that parameterization, our measurements extended beyond what was needed to
investigate that specific parameterization by including estimates of moisture fluxes and turbulent
flow dynamics to foster a more holistic understanding of subgrid processes that will lead to
further investigations.

Results and Discussion

Using the Draper point as the transition point between burning and not burning, the pixels of
each infrared image can be transformed into a binary image of pixels burning or not burning.
Various size averaging windows can then be applied to both images to determine the mean
temperature within the averaging window and the fraction of pixels within that window that are
burning (Figure ES-1).

12
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Figure ES-1. Fraction of computational cell burning as a function of mean temperature derived
from FLIR imagery for grid sizes of a) 0.01m, b) 0.05m, c) 0.10m, and d) 0.50m.

The finest scale used in Figure ES-1a is at the pixel resolution of the camera which yields a step
function as cells are either burning or not, but increasing the resolution by a factor of 5 (Figure
ES-1b) yields a broad range of mean temperatures that can correspond to a given fraction of a
cell burning. The banded nature of the plot in Figure ES-1b is due to the small averaging window
size which is using only 25 pixels which leads to 25 discrete possibilities for the fraction of a cell
that can be burning. As the grid cell size increases (Figures ES-1c and d), fewer instances of the
entire cell burning are observed as the ignition patterns for the prescribed fires favored more
backing and flanking fire behavior leading to the depth of the flaming front often being below
the resolution of the computational grid. As the grid cell size increases, so does the likelihood
that multiple processes are occurring below the model’s ability to resolve them. One such process
would be the drying of fuel prior to its ignition.

Currently in FIRETEC, subgrid processes such as combustion and fuel drying are tightly coupled
through the PDF for fraction of a cell burning. This tight coupling limits the range of potential
responses of the model to varying conditions. To relieve this limitation, the two processes are
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coupled through a new set of equations describing the evolution of the variation of gas
temperatures and both wet and dry solid temperatures. This new set of equations incorporates
conservations of mass and energy for the dry and wet fuels, individually, to ensure the model can
better represent sub-grid combustion and evaporation processes simultaneously.

The new equations are incorporated in a simulation and compared to observations (Figure ES-2),
where the dashed lines are the mean temperatures of the various burning observations within
the 1x1m cell, the red solid line with squares indicates modeled mean dry temperature, the blue
solid line with circles is mean wet fuel temperature, the grey line is gas temperature and shading
indicates one standard deviation above and below the mean based on the dry and wet modeled
variances. While the observed fuel temperatures are significantly hotter than the modeled mean
temperatures, if we truncate the simulation data (from the modeled mean temperature and
variance) to values in the distribution greater than 773 K, we observe a significant improvement
in the alignment between modeled and observed temperature, especially after the peak
temperature as shown by the solid black line. Distinct differences include a more rapid modeled
rise in temperature during the initial combustion phase with a slightly premature drop in
temperature as fuel is being consumed and a slower reaction rate.

—=— Dry fuel
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- Adjusted

1000
1

Temperature (K)
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200
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| T T
0 100 200 300 400 500 600
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Figure ES-2: Simulation results for the mean wet solid fuel, dry fuel and gas temperatures (blue,
red, grey solid lines) compared with observations (dashed lines) of mean solid temperature
evolutionina 1l mx1mcell. The horizontal line is at 773 K (500 C) which is the minimum observed
FLIR temperature. The adjusted dry fuel temperature (thick solid black line) is the recalculated
mean temperature for temperatures above 773 K.

Implications for Future Research and Benefits

The focus of this project was improving the parameterization of the combustion process in
coupled fire-atmosphere models by better describing the governing equations for wet and dry

14
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fuels and their temperature evolution. Our future plan (currently ongoing) is to focus on the
development of equations describing the evolution of the temperature variations for the gas
phase based on a similar approach as described here. These new equations for the gas phase will
then be coupled to the set of equations for the wet and dry fuels, which should improve the
modeled energy exchange between wet and dry fuel and surrounding gas. This has a significant
influence on fire behavior as we have previously shown. This energy exchange is one of the
essential components contributing to the self-determining nature of FIRETEC.

The majority of fire model validation studies focus on comparing simulated fire perimeters to
what was observed, most often for wildfires. While this may serve as a first cut at validation, it
raises the question of whether the model is getting the right answer for the right reason. This
study examined fuel moisture and temperature dynamics at the sub-meter scale to facilitate
improved representations of combustion in fire spread models for lower-intensity fires where
the heat transfer process is poorly resolved by the model grid. This focus on the lower end of the
fire intensity scale will benefit Department of Defense land managers by improving model
performance in conditions consistent with a wide range of prescribed fire applications.

15
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Introduction

Wildfire behavior and spread are influenced by many complex processes involving the
interactions between the fire and its surroundings. These interactions depend heavily on the
dynamic and heterogeneous turbulent flow fields that connect fire to the fire environment,
surrounding atmosphere, fuels (dead and live vegetation), and topography. Current physics-
based fire behavior models leverage computational fluid dynamic (CFD) techniques to represent
the coupled fire-atmosphere interaction using partial differential equations. These formulations
describe the exchange of mass, momentum, and energy through non-linear processes such as
convective and radiative heating and cooling, drag, turbulence, combustion, and evaporation
(Linn 1997; Linn et al. 2002; Mell et al. 2007, 2009; Accary et al. 2014). Since wildland fires
(wildfires and prescribed) occur at large spatial scales (hundreds of meters to hundreds of
kilometers) and involve complex non-linear processes occurring at a wide variety of scales (e.g.,
atmospheric eddies hundreds of meters wide and reactions occurring in millimeter-diameter
conifer needles), it is not currently feasible to resolve important phenomena over all relevant
scales. Thus, to simulate wildland fires at landscape scales (100s of meters to kilometers or
larger), compromises on the resolution of fine-scale processes and variations must be made and
models or parameterizations must be developed to capture the net effects of sub-grid
phenomena. This need is analogous to the development of turbulence closure models that
capture the net effects of variations in a flow field that cannot be resolved.

Many recent CFD-based wildfire studies have focused on understanding the behavior of intense
wildfire scenarios. These cases pose significant risks to people, communities, and infrastructure
and are the most challenging to manage. The characteristic length scales of dominant fire
phenomena (e.g. flame length) and fire geometry (e.g. fireline depth) typically increase with the
intensity of the fire. Simultaneously, the sensitivity of fires to fine-scale variations in the ambient
environment (e.g. turbulence or fuel heterogeneity) and the significance of fine-scale variations
in fire conditions (e.g. temperature or moisture variations) decreases with the increase in the
characteristic length scales. When conditions are extreme and fires are intense, existing physics-
based wildfire behavior models typically perform well (e.g., Hoffman et al. 2016) since the
dominating processes can generally be resolved and the impacts of sub-grid heterogeneities in
temperature, wind, turbulence, fuel, and moisture are less significant. The conceptual diagram
of fire and fuel within a single computational cell for high-intensity fire is shown in Figure 1a.
However, the spatial scales of fire behavior are smaller and the importance of finer scale
variations in fire activity and fire environment is greater during lower-intensity fires (Jonko et al.
2021; Linn et al. 2021; Parsons et al. 2011; Zhou et al. 2005). As the relevant length scales of the
fire decrease relative to feasible model resolution, many physical wildfire behavior models
struggle in this regime. For example, there can be significant heterogeneity in temperatures of
both gases and solids within resolved volumes under these marginal conditions (hotter and
cooler regions with respect to the mean resolved temperature) as is illustrated in Figure 1b.
Capturing the influences of this heterogeneity is important as it directly relates to the drying and
combustion processes and thus the spread of fires. The increasing desire to use prescribed fire
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at the landscape scale will require tools capable of simulating all aspects of fire behavior,
including flanking and backing fires, and their respective impacts on the ecological effects of fires.

(a) (b)

Figure 1: Conceptual images of a) length scales and cell level near homogeneity in high-intensity
fire and b) length scales and cell level heterogeneity in low-intensity fire within a single
computational grid cell. Figure a) photo credit: Rex Hsieh, FP Innovations (Pelican Mountain;
Thompson et al. (2020)) and Figure b) photo credit: Ginny Marshall, Natural Resources Canada.

Physics-based coupled fire atmosphere models, such as FIRETEC (Linn 1997; Linn et al. 2002), use
a series of coupled partial differential equations to track the evolution of mass, momentum,
energy, turbulence, and species of the gases moving around a fire and the mass, moisture
content, and temperature of the fuel (dead and live vegetation). In FIRETEC, as well as other
similar models such as the Wildland Fire Dynamics Simulator (Mell et al. 2007, 2009), the solution
of these coupled partial differential equations is done numerically on a three-dimensional grid.
Typical grid sizes for simulations of kilometer-scale simulations are on the order of meters. The
temperature and moisture variations that govern some ignition and drying processes can thus be
explicitly resolved on meter scales, but even at the sub-meter scale, there can be distributions of
temperatures and moisture contents. Currently, FIRETEC employs the notion of a probability
distribution function (PDF) of temperatures within each grid cell to determine the moisture
evaporation and combustion rates. Using this approach, FIRETEC avoids having a step function in
the rate of evaporation or combustion associated with the mean temperatures reaching critical
values such as evaporation and combustion temperatures. Instead, accounting for the existence
of a distribution of temperatures allows for a crude representation of the fact that a small fraction
of the fuel might be hot enough to evaporate water or begin to combust. This approach has
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shown promise for some high-intensity fire scenarios based on model agreement with
observations. However, the current formulation, which assumes a static subgrid temperature
distribution shape, still presents challenges for low-intensity fire scenarios. In such cases, the
scales for moisture and temperature heterogeneity are even more poorly resolved. As the
importance of fine-scale variations increases with decreasing physical scales of the fires (lower
intensity), the need for a more dynamic and scenario-dependent representation of sub-grid
distributions becomes more apparent.

The current FIRETEC formulation explicitly tracks a mean solid fuel temperature and allows an
assumed temperature variance. The combination is used to determine how much of the fuel is
hot enough to evaporate water and to begin combusting as the temperature of the mean fuel
increases. For example, by including the notion of the distribution of temperatures within a cell
(some hot locations and some that might be still at ambient) water will start being evaporated
while the mean temperature is well below 373 K. What is currently missing is a scenario-
dependent methodology for determining the width of the distribution, which will be determined
by environmental factors such as wind speed, gas temperature variation, and even initial
moisture content levels. Simultaneous processes may be occurring within a single computational
cell, in which water evaporates from wet fuel to produce dry fuels, while at the same time dry
fuels may be subject to pyrolysis and combustion (Figure 2). In lower-intensity fire regimes,
where the coincidence of drying and combustion occurring in the same cell increases, it is
challenging to represent the influences of temperature distributions with a single energy
equation for the solid fuel.
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Figure 2: lllustration of physical processes governing the spread of wildland fires.
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The overall goal of this project was to improve the representation of subgrid-scale processes in
coupled fire-atmosphere models operating at the landscape level through the use of fine-scale
infrared remote sensing at the plot level. As the governing equations for these models describe
changes in model variables averaged over a grid volume, the measurements need to be amenable
to similar averaging. Infrared remote sensing along with some additional measurements of the
ambient environment allows us to track the temporal evolution of fuel temperature and fuel
moisture flux in heterogeneous fuel beds at a sub-meter scale, ideal for evaluating subgrid scale
combustion processes in the coupled model.

Methodology

The focus of this study is to improve our understanding of how subgrid processes influence the
combustion process in FIRETEC. In each burning cell, the local reaction rate (average reaction rate
within the cell) is described in terms of the change in bulk density of fine fuel particles, ps, with
time, t, and is captured by the following equation.

P _c A
., — CmPrP YO
ot "

where Cp, is a dimensionless reaction rate constant, ps and po are the local bulk density [kg m~3]
of fine solid fuel (fine-scale biomass particles such as foliage or small twigs) and oxygen
respectively. ¢ is the fraction of the fuel in the computational cell that is actively burning, g is the
turbulent mixing coefficient, and A is the dimensionless stoichiometry factor. Currently, in
FIRETEC, ¢ is defined as a probability distribution function (PDF) of temperatures within each
grid cell to determine the fraction of a cell combusting for calculation of both moisture
evaporation and combustion rates. Assessing how well this PDF performs requires fine-scale
estimates of temperature to be able to estimate a measured analog to the model’s PDF.
Additionally, to guide any refinement of the parameterization, we also obtain additional fine-
scale measurements to help us understand the system. These additional measurements include
estimates of the reaction rate, fluxes of moisture, and flow field measurements to provide
estimates of the turbulent mixing term in the reaction rate. Understanding these fine-scale
processes will guide improvements to the parameterization of the reaction rate.
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Thermal Imagery

We used an S60 longwave infrared (LWIR) thermal imaging system from FLIR Inc. (Wilsonville,
OR) for the thermal data. The S60 uses a focal-plane array uncooled microbolometer with a
resolution of 320x240, a spectral range of 7.5-13 um, a sensitivity of 0.068C, a spatial resolution
of 1.3 mRad, and a thermal accuracy of +2%. The measurements were captured from an 8.2-m
tall tripod designed to provide a nadir perspective. The tripods were positioned over pre-
surveyed 4x4 m plots as described in O’Brien et al (2016). The height of the nadir-view tripod
system provided a 4.8x6.4m field of view for the S60 camera.

The FLIR systems gave radiometric temperatures in °C as raw output. For all LWIR imagery, the
native file format was converted to an ASCII array of temperatures in °K with rows and columns
representing pixel positions. Temperatures were then converted into W m2 (fire radiated flux
density; FRFD) using the Stefan—Boltzmann equation for a grey body emitter assuming an
emissivity of 0.98. Residence times were also calculated as the amount of time a pixel was
measured to be above the Draper point (525°C) among all pixels in the burn block for the duration
of the event and maximum residence time was the maximum number of times a single pixel was
measured to be above the Draper point. Our technique likely underestimates the contribution of
flames to power and energy release because of low flame emissivity (Johnston et al. 2014) and
flames having their peak emissions in the midwave portion of the infrared spectrum; however,
our methodology does accurately capture temperatures of the burning fuel and heated soil which
is a better match for comparisons with fuel temperatures from the model. For estimating the
fractional area burning, the fraction of pixels above the Draper point within an analysis block was
used. The size of analysis blocks was varied from 2 cm? up to 4 m? to assess possible model
resolution influences on the ¢ function.

Mass Loss Rate

Thermal remote sensing of active biomass fires provides a pathway for providing spatially and
temporally explicit estimates of fuel consumption by building a relationship between fire
radiative energy and fuel mass loss (Wooster et al 2004). It has been demonstrated that fire
radiative energy is linearly related to the total amount of fuel consumed, and that fire radiative
power is linearly related to the rate of fuel consumption in a statistically significant manner
(Wooster, 2002; Wooster et al., 2005). Freeborn et al (2008) utilized infrared remote sensing in
a laboratory setting to evaluate relationships between energy release, fuel mass loss, and
emissions with good success. Loudermilk et al (2012) employed infrared thermography to explore
links between fuel structure and fire behavior at fine scales in natural fuel beds.

We have adapted the methodology of Freeborn et al. (2008) to the field measurements of
Loudermilk et al. (2012) to provide a detailed view of fuel consumption. As expected, a linear
relationship was found between energy release and fuel consumption (Figure 3). The relationship
was developed in the lab by direct measurement of mass loss rate by burning on a digital scale
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and tracking both the change in mass with the scale and changes in fuel temperature using the
FLIR (Figure 4). The relationship proved to be sufficiently robust when the experimental setup
was moved from lab conditions to the outdoor environment.

Mass Loss Rate Comparison

y =1.0549x-0.0891
R?=0.83

Measured MLR (g/s)

0 1 2 3 4 5 6
Camera Based MLR (g/s)

Figure 3 Scatter plot comparing observed and predicted mass loss rates.
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Figure 4 Cumulative mass loss curve for laboratory experiment (light blue line is estimated mass
loss from imagery and dark blue is mass loss measured with the scale).

Fuel Moisture Dynamics

For years the numerical weather prediction community has been using satellite-derived surface
temperature tendencies to estimate surface moisture content and constrain the surface energy
budget within mesoscale weather models (McNider et al 1994). There have been numerous
studies linking fuel moisture to various satellite-based vegetation indices such as the normalized
difference vegetation index (NDVI) (e.g., Caccamo et al 2012). A key component of these
vegetation indices is the use of a measurement band in the infrared part of the spectrum.

Our project sought to adapt the methodologies of McNider et al (1994) to the problem of
estimating fuel moisture. Surface temperature trends along with other meteorological
measurements would be used with the surface energy balance to estimate the magnitude of the
moisture flux from the vegetation (Figure 5). The complexity of additional measurements along
with the additional measurement uncertainty resulted in less-than-desirable results. As an
alternative, a new method was developed that involved the introduction of several targets of
known radiative properties (Figure 6). Fuel temperatures exhibit a response similar to the white
targets when moisture is present and as the fuels dry the fuel temperatures track closer to the
black targets (Figure 7).

The targets streamline the calculation process. Rather than requiring a pyranometer for
estimating solar radiation and using optical flow techniques to estimate the flow field to aid in
estimating the sensible heat term of the energy budget, we now use a system of three energy
budget equations: one for the fuels and one for each of two targets. The targets are designed to
have similar aerodynamic properties as the vegetation but each target has a different known
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albedo. Since the targets lack moisture, their energy budgets lack the latent heat flux term, and
the aerodynamic similarity results in a system of three equations with three unknowns: incoming
solar radiation, sensible heat flux, and latent heat flux for the fuels. Figure 7 shows the targets,
made from aluminum ovals (1x2 cm) and painted with high-temperature paint (either black or
white). Pixels for targets are identified by matching locations in visual images with pixel locations
in the IR images.

Calculated from
Energy Balance

Figure 5 Original conceptual model for determining fuel moisture content from remotely
sensed IR data combined with other environmental measurements

Figure 6. Targets used for moisture flux estimation.
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Figure 7 Comparison of fuel and target temperatures (top) and model versus observed moisture
content

Optical Flow

To obtain information on fire-induced flow, additional visual imagery was captured by a GoPRO
HERO3 camera collocated with the FLIR system on the tripod. Resolution of the video imagery is
1920 x 1080 pixels and was captured at a frame rate of 30 fps. The flow field in the vicinity of the
fire was estimated by applying cross-correlation particle image velocimetry (PIV). Our PIV
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implementation was inspired by the work of Fujita and Hino (2003), who used an unseeded PIV
method to estimate river flows. In their work, Fujita and Hino had intended to use the unseeded
PIV measurement technique for small ripples, resulting from wall-bounded turbulence, on the
water surface. Instead, they used the method for large-scale patterns, caused by the interaction
of boil vortices generated near the river bed with the water surface, which typically occurs in high
river-flow conditions. This choice was a consequence of video images being taken from a
helicopter, which made it difficult to capture small ripples on the water surface. In the current
study, the unseeded PIV measurement technique could be applied in slow-flow conditions since
the camera was located relatively close to the fuel bed, i.e. at a height of 8.2 m. While the
methodology of Fujita and Hino relied on patterns generated by the interaction of boil vortices
with the water surface as natural unseeded tracers, we have relied on patterns generated by the
fire-flames, smoke, and ash particles as our unseeded tracers. Next, the cross-correlation PIV was
implemented in Python using the openpiv module (Python version 3.8.5 and Anaconda
environment version 4.9.2). The interrogation window was set at 24 pixels with a window overlap
of 12 pixels and a search-area size set as 2.5 times the interrogation window size. The video from
the GoPRO camera was trimmed to a 2.34 m x 2.34 m area in the center of the burn area for an
image size of 888 x 888 pixels, and split into sequential images with a time step of 1/30 of a
second. A sample of the PIV output is shown in Figure 8 for a simple point ignition in calm
conditions.

Our goal with these measurements was to develop and demonstrate techniques for collecting
sub-meter scale measurements suitable for investigating the subgrid parameterization of a range
of physical processes within a coupled fire-atmosphere model such as FIRETEC. While our focus
in this study is the parameterization of the combustion process and specifically the form of a PDF
used in that parameterization, our measurements extended beyond what was needed to
investigate that specific parameterization by including estimates of moisture fluxes and turbulent
flow dynamics to foster a more holistic understanding of subgrid processes that will lead to
further investigations.
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Figure 8. Example horizontal velocity vectors overlaid on color contours of the velocity magnitude
with streamlines overlaid on horizontal velocity for a point ignition after 100 seconds (a,b) and
110 seconds (c,d).

The intent of the ¢ function in equation 1 is to provide an estimate of the fraction of a
computational cell burning as a function of the cell’s mean temperature. Using the Draper point
as the transition point between burning and not burning, the pixels of each image from the FLIR
system can be transformed into a binary image of pixels burning and not burning. Various size
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averaging windows can then be applied to both images to determine the mean temperature
within the averaging window and the fraction of pixels within the window that are burning, thus
providing an estimate of ¢ (Figure 9).
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Figure 9. Fraction of computational cell burning as a function of mean temperature derived from
FLIR imagery for grid sizes of a) 0.01m, b) 0.05m, c) 0.10m, and d) 0.50m.

The finest scale used in Figure 9a is at the pixel resolution of the camera which yields a step
function as cells are either burning or not, but increasing the resolution by a factor of 5 (Figure
9b) yields a broad range of mean temperatures that can correspond to a given fraction of a cell
burning. The banded nature of the plot in Figure 9b is due to the small averaging window size
which is using only 25 pixels which leads to 25 discrete possibilities for the fraction of a cell that
can be burning. As the grid cell size increases (Figures 9c and 9d), fewer instances of the entire
cell burning are observed as the ignition patterns for the prescribed fires favored more backing
and flanking fire behavior leading to the depth of the flaming front often being below the
resolution of the computational grid. As the grid cell size increases, so does the likelihood that
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multiple processes are occurring below the model’s ability to resolve them. One such process
would be the drying of fuel prior to its ignition.

Currently in FIRETEC, subgrid processes such as combustion and fuel drying are tightly coupled
through the PDF for fraction of a cell burning. This tight coupling limits the range of potential
responses of the model to varying conditions. To relieve this limitation, the two processes are
coupled through a new set of equations describing the evolution of the variation of gas
temperatures and both wet and dry solid temperatures. This new set of equations incorporates
conservations of mass and energy for the dry and wet fuels, individually, to ensure the model can
better represent sub-grid combustion and evaporation processes simultaneously.

Equations for Temperature of Wet and Dry Fuel

Critical processes governing the spread of wildland fire depend on the temperature of the
combustible material. In most natural scenarios the fuel is initially a combination of combustible
biomass and water. Fuel moisture fraction, defined as the mass of water divided by the mass of
the oven-dried combustible biomass (or moisture content which is the moisture fraction written
as a percent) influences the temperature dynamics of combustible material because it adds
significant thermal mass to the fuel and becomes an energy sink associate with the evaporation
of water. The initial water content of live fuels depends largely on the plant’s physiological
processes, which respond to a variety of environmental factors, and available water in the ground
(Jolly et al. 2014). The ambient water content of the dead fuel is a dynamic quantity that depends
on the history of the local humidity and the size and shape of the biomass. Fine fuels equilibrate
with the atmospheric moisture levels rapidly (< 1 hour), whereas thicker fuels take 10s, 100s, or
even thousands of hours to equilibrate (van der Kamp et al. 2017). Since wildland fire spread is
heavily dependent on fine fuels such as foliage, grasses, or twigs our attention is currently
focused on the dynamic conditions of this subset of the biomass, but future work will be needed
to include larger fuels in this formulation as they are important for determining fire emissions,
fire effects, and the sustaining of ignitions.

An equation for the evolution of the temperature of the solid (combustible fuel and associated
water content) at a single point can be achieved by beginning with the equation for the
conservation of the internal energy of the solid. Then we subtract the conservation of mass
equation multiplied by the temperature of the solid, Ts, and specific heat, cps. For this purpose,
the biomass and water content temperatures are assumed to be the same and the specific heat
of the solid is a mass-weighted average of the combustible fuel and water. Equations of this sort
are currently used in physics-based wildland fire models such as FIRETEC, as is shown in equation
2 (Linn et al. 2002; Linn & Cunningham 2005). In this equation, the bulk density of the solid, ps, is
treated as the sum of the bulk density of water, pn20, and fuel, ps. The combined internal energy
of the fuel and water is the product of ps, Ts, and a mass-weighted specific heat, cps which
combines the specific heat of water, c,H20, and the specific heat of the combustible fuel, ¢y .
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In the above formulation, g is the net radiation heat transfer rate per unit volume, h is the
convective heat transfer coefficient, a, is the area per unit volume of the fuel in a cell, Ty is the
local temperature of the gas, Fris the mixing-limited reaction rate as described by Linn (1997), H¢
is the heat of combustion of the fuel, © is the fraction of the reaction energy that is deposited
directly back to the fuel, Tt is a critical local temperature for pyrolysis (taken to be 600K in this
manuscript), Ny is a stoichiometric coefficient for the net burning reaction as described by
Drysdale (1985), Fuzo, is the rate of water evaporation, Huzo is the heat of vaporization of liquid
water, and T, is the temperature of water vaporization at standard pressure. For a single
location, FH2o only has a non-zero value when the temperature of that location is Tve and above
this temperature, the moisture content is zero. Fris assumed to begin at the critical temperature,
but it can persist at higher temperatures since combustion depends on other factors, such as
oxygen concentration and mixing.

There are challenges associated with applying this equation in numerical simulations, where
computations are not performed at every single point but are instead used to describe the mean
temperature in a control volume or computational cell. In the case of models designed for
landscape-scale fires, length scales in these control volumes can be on the order of meters. In
such volume sizes, there can be a mixture of states that are not explicitly resolved (Linn 1997).
For example, it is possible to have fuel that is wet, drying, dried and heating up, and combusting
all in the same computational cell, especially in the context of low-intensity fires. In an attempt
to account for the fact that there was likely a range of temperatures within the control volume,
the concept of temperature distribution or probability distribution function (PDF) was introduced
(Linn 1997) in the reaction rate and later to the moisture evaporation. This concept, which
captures the presence of both warm and cold regions within a volume, allowed moisture to begin
to evaporate before the mean temperature reached vaporization temperature and for
combustion to start even before all of the moisture was evaporated. This approach has shown
many benefits. In the original formulations, however, there was no mechanism that allow for the
PDF width or shape to dynamically evolve based on the fire environment. This presents
challenges to the generality of the model and its applicability to portions of low-intensity fires.

In order to increase the generality of this approach, it is necessary to incorporate a dynamic PDF
that adapts to the fire environment. However, initial attempts to derive the governing equations
for the dynamic width, or standard deviation, of the probability density function for the solid
temperature distribution ran into challenges related to the phase change threshold associated
with moisture evaporation. The equations for a variance of the temperature distribution were
tractable for temperatures above and below the temperature of evaporation. In this original
formulation, the amount of moisture associated with the fuel was tracked, but the amount of
fuel that was still wet (below evaporation temperature) and the amount of fuel that was dry (at
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least momentarily above the evaporation temperature could potentially rise to combustion
temperatures) were not explicitly and separately tracked. In order to better track the distribution
of temperatures, evaporation of water, and the potentially simultaneous combustion processes
that occur within a control volume, we develop a new approach for the individual evolution of
wet and dry solids.

For this new approach, we partition the solid fuel into two categories or states; wet and dry. Wet
fuel is the fuel that has the initial moisture content (determined by the ambient conditions before
a fire arrives at the location) and dry fuel is the biomass that has had the moisture driven off as
a result of heating by the fire. Using this construct, the bulk density of the fuel-moisture mixture,
ps, is the sum of dry fuel, pq4, and wet fuel, pw, and water, pu2o. This is illustrated in equation 3,
where wet fuel and water can be combined to obtain the bulk density of the wet solid, that is psw
= Pw * PH20,

Ps Pd + Pw + PH,0 pPd + Psw. (3)
The conceptual division between wet and dry fuel is based on the notion that fuel is initially wet
and then it is dried to generate dry fuel. We assume that all fuel within a control volume has the
same initial moisture fraction, or ratio, rmoist (rmoist > 0), which remains constant for the wet fuel.
Furthermore, there is initially no dry fuel since even dead fuels have a non-zero equilibrium
moisture content with the atmospheric humidity. Thus, the bulk density of the wet solid is the
same as the bulk density of the solid, psw = ps, at the initialization.

With this in mind, the conservation of mass equations for the water and the wet fuel based on

the rate of evaporation of water per unit volume, Fuyo, are:

dpH,0
ot

= _FHg()

(4)

Opw Fu,o

ot Ymoist,w

(5)

where the moisture fraction of the wet solid is given by:

PH>O
Pw (6)

Ymoist,w =

The term rmoist;w Mmust be greater than zero since the wet solid fuel will never be completely dry,
but rmoist:w can be larger than one which simply indicates that the mass of the water is larger than
the mass of the biomass. For example, a live deciduous leaf could have a moisture fraction of 2,
meaning the mass of water contained in the leaf is twice that of the dry mass.
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We assume that pu20 approaches zero at a rate proportional to the rate at which wet mass
becomes dry. Thus, rmeist:w remains a constant even when water is completely evaporated. We
can then form the conservation of mass of the wet solid and its moisture, psw:

0 Psw

]
= —-Fu.o (l + —)
ot -

Ymoist.w

(7)

where mass loss from the wet fuel conservation equation corresponds to a mass source in the
conservation of dry fuel equation:
Jap Fu,o
P4 — _FpNp+ —22-

ot Ymoist,w

(8)

The additional sink term in equation 8, that is -Ff N¢, corresponds to the mass loss rate due to the
burning of dry fuel. Using the definition of the two different categories of solids, we can then
write conservation equations for the internal energy of both wet and dry solids respectively,

(7CI7\“. /’xn‘T\r Cpy !
— =g, + ha, ng -T,) + FfoGW - FH:O Cpr,o t T\'ul’
ot - Ymoist,w |
—Fu,0Hu,0 (9)
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ot Ymoist,w ' (10)

where Cpsw Psw = PH20 CpH20 + Cpf Pw, Ow and Og are the fractions of combustion energy that is
directly deposited on the wet and dry solid respectively, Tcombust is the temperature at which
combustion occurs and solid fuel mass is converted to gaseous products, and h is the convective
heat transfer coefficient, which is assumed to be the same for wet and dry materials given they
are the same shape and size. Ay;sw and ay;q are the area per unit volume of the wet and dry fuel,
which are calculated based on their respective bulk density, px, the material density, pmicro, and

size scale (radius of cylindrical fuel particles), ss; of the fuel particles:
20x
SsPmicro (11)

ay x =

where the subscript x indicates either wet fuel (abbreviated sw) or dry fuel (abbreviated d) bulk
density.

In both equations 9 and 10, the first terms on the right side of the equation are net radiation, the
second terms are convective heat transfer, and the third terms are deposition of energy
deposited via the combustion processes. The fourth terms on the right side of these equations

31



RC-2643

represent the transfer of energy associated with the movement of mass from the wet state to
the dry state and the loss of the mass of the water from the wet state. The final terms in wet
internal energy equation (Eq. 9) represent the endothermic evaporation process. It is important
to note that the evaporation rate goes to zero as the density of wet fuel goes to zero. The final
term in the dry internal energy equation (Eq. 10) accounts for energy loss from the dry state due
to the mass losses associated with gaseous products in the combustion process.

We can now assume that the specific heat of the wet fuel does not change significantly with
temperature since the moisture fraction remains the same until wet mass is transferred to dry
state. Based on this assumption, if we subtract the product of specific heat, temperature of wet
fuel, and the conservation of wet mass equation, that is

(’)pxw CI’_I'
CI’.\ w 7““ ') = _FH:() CI’H-\() + . . T“ ?
ot \ - Ymoist,w (12)
From equation 9, we arrive at:
aT,,
Cl’v\u Psw ot =q4w + ha\'..\‘w(Tg - Tn) i FIHIGM - FH:()HH3()
Cpy ‘

+FH:O Cp”\() + ) (T\\'()n - T\‘up) .

- Tmoist,w (13)

In equation 13, 6w (defined in Eq. 13) has been added to account for the fact that water
evaporation only occurs when Ty = Ty, Which means that Fi20 # 0 when the wet solid
temperature is Tygp. Thus, the final Fy20 term will cancel since we assume there is no evaporation
when the temperature is below Ty, and when any portion of the wet fuel reaches Tyqp, the water
is immediately evaporated. The newly dried fuel is now tracked in the dry fuel equation.

(5\y = { (). T“. < T‘.up

L, o=
var (14)
For the dry fuels, we similarly subtract the term prla5 defined as
0pd Fy,0
Cplda—— = —Cp TaFsNg + cp Tg————
ot Ymoist,w
(15)
From equation 10. Thus, we arrive at:
aTy Fu,o
CprPd—5— =4qd + haya (T —Ta) + FfHi®4 + ————cp, (Tyap — T4)
moist,w
+F.f.NfCI7/‘ (Tabd — Tecombust) - (16)

Analogous to 6y in the wet temperature equation, 64 is added, that is
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. l 0, Td = T('um/m.\l
0d =

] I, Td = T('nmbu.\l- (17)
Thus, the last two terms in equation 15 now cancel each other. It is worth noting that Tcompust is
not a fixed value, but it is the temperature at which combustion is taking place at any given

location or instant.

The concept of wet and dry fuel for this formulation is associated with wet and dry fuel particles
or even wet and dry sections of the length of fuel particles in the case of thin fuels, which is our
focus here. In future formulations, this can be expanded to handle gradients of moisture within
thicker fuels as the outer shell can be dried while the inner core might still be wet. For the current
case, however, we assume homogeneous temperatures and moisture fraction throughout the
fuel particle thickness (thermally thin and moisture thin). The areas per volume of the wet and
dry mass, ay;sw and a4, can be related to an aggregate area per volume. That is if we assume that
the difference in wet versus dry fuel is predominantly due to position in the cell (i.e., one spot
has been dried out, while another spot is still wet),

Psw
Ay sw =AQy———
Pd + Psw (18)
and
Pd
yd = Qy————.
Pd + P.\u' (19)

The fraction of combustion energy returning directly to the solid, ©s, can be split into a fraction
that is deposited directly on the dry and wet fuels. In such a spatially segregated paradigm,
however, we are in principle assuming that the energy returning to the solid is predominantly
to the dry solid, where combustion is occurring. Thus, we approximate these terms as Q4 = Os
and ©,, =0.

Mean Temperature Equations

To derive the equation for the mean temperatures of the wet and dry solids, we decompose the
guantities of equations 13 and 16 into mean and fluctuating parts. Then, we take the ensemble
average of these equations similar to the development of mean velocity equations in turbulence
modeling (Daly & Harlow 1970). Thus, we get the following two expressions:
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C )l—d+ ) £
py \Pd=g T Pa™g,

LA

=qa + hava (Tg - Ta) +h (a] jTe - a] jT7) + @ (W'Tg - h'T})

+ha,  \T,-Ty) +Wa JT;-ha [T, +F(H0,)

=

C C
r— Py — Py =  f
+F,0——Tvap — Tal - ——F; o7
I'moist.w I'moist.w - (20)
aT,, L\ - = — = i i
(.l’\w I’.\\\'T + l’;‘"'T =(gw + ha\'._\'n' (Yg' - Iw ' + h (a:'.\\n 7; - a:'.\'u'T\’v )
¢ ¢ /

Ty (WTG - T},

+h'al, s\, |Tg - Tw | + Wa} T,

’ ’ T
g~ h'a\'.vwr‘

1

+FHs©,, — Fy,oHu,0.
(21)
If we consider the solid density distribution or density variation to be somewhat dominated by
the presence of, or their lack of, a fuel particle at a specific location and thus bimodal, then we

can neglect Typa terms. This implies that both positive and negative dry fuel temperature

fluctuations exist, where there is fuel (positive density fluctuation), and neither are relevant in
locations where there is no dry fuel. Additionally, if we assume that fuel particles do not change
their radius while they burn, but rather shrink in their length (and local density) until they
disappear, then the correlations between a’,,s and a’y;sw can be neglected. This approximation is
consistent with previous work, in which the size scale of particles does not change with
combustion, for example, Linn (1997) and Linn et al. (2002). Thus, the correlations between a’,,4
and temperature are minimal even if the radius was changing. It is also reasonable to assume
changes in the heat transfer coefficient are not due to changing solid temperature, but rather
due to properties of the air, i.e., temperature or velocity. As a first approximation, therefore, we

assign WT), =0and T\ =0. Finally, we neglect third and higher-order correlation terms for
this initial approach at the dynamic PDF for simplicity.

Ty __ — (= =\ — =
"""”"T; =qd + hay g (Tg — Tu | + @G al'T; + Fy(H;©u)
— Cpr e Y = =
+F,0 ———|Tvap = Ta] - ——— fn‘()ll/
T'moist.w Fmoist.w . (22)

aT,,

('p‘w/’.\wT, = (IT = ha\',.\u' qu - Ty ) + a\'_x‘wh'Té
( \ / ’

+F;H;©,, — Fu,oHu,0. (23)
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These expressions are not in a closed form due to two terms: Ty and Fr.olg: . We now try
to address this closure problem. Beginning with the covariance between the heat transfer
coefficient and the gas temperature, we first consider the equation for the heat transfer

coefficient used in FIRETEC, that is

- - 4tuir
h = (0.25)(0.683)Re"-#66 &L
% (24)

as was described by Incropera and DeWitt (1996) for forced convection over tubes with the local
Reynolds number defined as:

v (25)

In these equations, Aair is the thermal conductivity of air, U is the local velocity (including
contributions from mean and fluctuating components), s; is the size scale associated with fuel
particles, and v is kinematic viscosity.

We utilize a simple linear relationship with gas temperature for both viscosity and conductivity,

such that ¥ = CiTg — (2 and dair = C3T + Ca. \yhere C; = 1.66x107, C; = 3.37x10°, C3 =
5.55x10°, and C4 = 9.59x1073. Incorporating these new equations into equation 23 we arrive at

0466

(U)(ss) 3T, + Cs.

h = (0.25)(0.683) —
\ | g 2) S

(26)

Formulating the convective heat transfer coefficient as a function of T, allows us to determine

oh

T, and estimate the correlation ' /"7 using:
—  Oh ——
WT, = —T.T7.
Based on the approximated equation for h, we find
dh _ (0.25)(0.683)(U)"4 ( 1 )“'4"‘ =
aT, 550-534 O\ T, - G, 0
(0.466) o (C5T, + Cs)
TNCIT, - yyrae6 s T
(28)

The correlation between the fluctuations in water evaporation rate and the temperature of the

dry fuel, that is Fr.ola is nonzero in the case where the mean dry temperature is above the
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temperature for vaporization and there is still additional mass being moved from wet to dry fuel
state. In this scenario, a positive fluctuation in the evaporation (as the mean temperature of the
wet fuel will always be less than the evaporation temperature) results in the additional mass
source for the dry fuel at a temperature lower than the mean dry temperature (a negative
temperature fluctuation). If the evaporation rate is non-zero, but the dry temperature has fallen
below the temperature for vaporization, we expect a positive fluctuation in the evaporation rate
to coincide with a positive fluctuation in the dry temperature. The correlation is expected to
increase with the width of the distribution and scale with the mean evaporation rate. Thus, we
model this correlation as

- e - __ I\u[)
1"1:()1‘1 = -I"l:() 1 1 ’l.] .
‘ (29)

Equations for Temperature Variance

The evolution of the width of the probability density functions for the temperatures of the wet
and dry solids within a volume is tracked based on a similar approach as the development of
turbulence transport equations (Daly & Harlow 1970). Similar to velocities and pressure in
turbulence modeling, the quantities of equation 16 are decomposed into mean and fluctuating
parts. Then, both sides of the equation are multiplied by the fluctuation of the temperature,
followed by ensemble averaging of the entire equation. Starting with the dry temperature
equation, this process results in the following expression:

’

) ., (11‘1
rr \FPdla™5; TaPag, at

I)l

+T 4
(l (! {')[

=T'q’, "q, + ha, 4 |7‘11( - I‘II‘I'

+hTja; , (I_k_l_‘” +m“ alelg—a, T, (1)

4 (TR T + TR = Ty T = TG

Tr e T T T Iyt ’ ’
+Thhva, (T -T4) +Thhva, [ T;-T,ha, T
Cpy g ey
+T FjHy®y - Fgo———T T,
Ymoist.w
(I’ 7 T T —
i — I'” O d l\'up_]d
I'moist.w
(. ’ ’
- ’n oldl 4

"mnl.\! w

(30)

Rearranging equation 30 and applying the assumptions described above for the mean

temperature equations, we arrive at an equation for ¢ 4"
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T 2 _
"1 d _ — ‘I(’IT‘; - /Ia‘._‘l('f‘;'li,\f - T"{T‘,l) + ]‘III; H0,
ot CpsPd J
Cpf —— . Cpy —r
= I'H;u’d ‘1“,,, - 1‘1' - FraoTiTy |-

Fmoist.w moist.w

(31)

Here, we have three unknown terms: 9ala Tals: ; and l""f that we need to address to close

equation 31. The correlation between the evaporation rate and the dry temperature, = 720" 4,
was discussed in the previous subsection.

For the correlation between radiation and dry temperature, 9474+ we assume that the energy
absorbed by the fuel particles does not depend on the temperature of the absorbing particles.
Thus, the net heat transfer will depend only on the energy emitted from the dry fuel. Leveraging
approaches used in variable density turbulence (Besnard et al. 1992) and the Stephan-Boltzmann

, _ 4
law for blackbody radiation emission (Gemitted = aveaT™), we can approximate the dependence

of a perturbation of the emitted radiation on temperature of the dry fuel with
q =4a,ecT>T".

lemitted . In these equations, o is the Stephan-Boltzmann constant,e is emissivity,

and we include an added view factor correction, y, for scenarios where fuel is compacted in the
bottom of a computational cell as is the case for litter or grass layer (the value of y is 1 when the
fuel is distributed throughout the cell). This view factor can be thought of as a correction on the
area per unit volume. Since emitted radiation is a net negative radiation contribution, this term

will act as a sink from the Tl Furthermore, neglecting a0 terms due to the assumed constant
radius of the fuel particle, we arrive at

a (32)

The correlation between temperature of the dry fuel and the reaction rate, .1"1"' is important

in cases where mean temperature is below the combustion temperature but combustion rate
might be nonzero, such as instants or locations in which there is a positive temperature
fluctuation reaching above the mean temperature. To this effect, positive temperature
fluctuations are associated with positive fluctuations in the reaction rate and contribute to the

increase in variance of dry temperature, 1‘11". Similarly, when the mean temperature is greater
than the minimum combustion fluctuations can represent locations and instances at which the
localized temperature is not sufficient to support the reaction. Thus, there is a negative
fluctuation in the reaction rate. However, there are other contributions to the variations in
reactions, such as localized mixing and oxygen concentrations, with increasing fraction of the
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volume above the critical temperature. Although the correlation, T3y, is expected to be
positive, it will decrease with decreasing fraction of the temperature distribution above the
critical temperature. This is conceptually shown in Figure 10. Here, we expect the correlation to
be closer to zero when Rcombust , Which is the fraction of dry fuel that is hot enough to react, is
large. However, we anticipate the strongest correlation when less fuel is above the critical

temperature (Recombust is small). Considering this, we approximate the correlation as
’l;}[:; = (‘l.«ll'- If’ \7'('[.1;’[( l - R('f'm')u\'[ ) (33)

Where crgris taken to be 0.7.

F'.T"l C(l - RL()mbu.\‘()

Rcumbusl
Figure 10: Conceptual plot of the covariance of the reaction rate and dry temperature, TGS

versus the fraction of dry fuel reacting, Rcomsust . € is @ function of the temperature and the
reaction rate.

The final unclosed term in equation 31, TiTe , is the correlation between fluctuations in dry fuel
temperature and gas temperatures. The correlation between these temperatures is largely
related to the rate of convective heat transfer, which lower the temperature difference between
adjacent gases and solids. When the convective heat transfer rate is high, perturbations in dry

¥

solid temperature are strongly related to the gas temperature perturbations. Since is
symmetric in T; and Tg’, so should be the modeled term. This covariance is expected to increase
depending on the magnitude of the variance of both the dry fuel and gas temperature, as well as
the strength of the convection heat transfer. To this end, we propose the following expression

for the dry fuel and gas temperature covariance:

{ -

- )(1';.7';, +ﬁ)

T (7777 _ ] —Cp———
ha\'.(! l I‘[I,’s' | = h(l\-.([ I - € *hnorm ~

(34)

In this equation, hnorm is the normalization constant for the convective heat transfer coefficient,
which is the approximate background value before ignition or heating. In the current study, hnorm
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is assigned the value of 25.0 Wm2K* which is representative of the ambient value of hin FIRETEC
before fire and during low wind conditions, and ¢, = 5. The constant, ¢, was determined by
comparing modeled fire behavior over a variety of values ranging from 1 to 5 (not shown) for
very simple scenarios. We recognize the value for this constant may need to be adjusted in future
studies and will be discussed again in later sections.

We now apply the same decomposition and derivation to the instantaneous wet solid
temperature equation (equation 13). Thus, taking the ensemble average of the expression yields:

- N % =0T ., , OT, e iy T —— =y
Cpew /’.\\rln 7 - 7“-[7\-“-7 + In*l',\w_ = I“.([“. -+ ha\-“\“ ‘]“'7L’ - ]“ T“‘ I

ot

T (57 7 e ar 7 Y]
+h ‘ In a\‘,,\'n'l_k' + 1\\'“\‘,_\\\ lg )

~h (T} a} cwTw +T0al o Ty)

+Tyo (TH h'Tg +TL T}

~@yow (TWh'Ty + TLT |

+a}, o W'T, (Tg - Ty )

o ’ .’ -’ o’ g =
+In h a\'.vu]g - ln h a,, \'wlu-

+F!T, HO®,, — F;;, ,T/.Hy,0.
! S H,0 2 (35)
Now, applying analogous simplifications that were discussed previously for the dry fuel equation
returns:
aT.T), 2

T S
_ ] -
= - 4(1\'_ \‘u'f(r}'Twln T, + ha\',n

T;7T; +T,T, = —
# ( I — tr_hnurm ) - ’14‘: T‘:) -

ot Cpow Psw X

+[.j"'[“: H:0,, - :III:UT"' Hy.o

(36)

Since we assume that the fraction of energy from the combustion process (combustion of dry
fuel) deposited on the wet fuel, w, is negligible, the only term left to complete the closure is the

covariance of wet fuel temperature and evaporation rate, Fa,oTw: . Using the radiation and
convection heat transfer rates, we can formulate the rate at which energy is added to the wet
material. When the energy gained by the wet fuels causes the upper limit of the wet fuel
distribution to reach or exceed the vaporization temperature (without enforcing the phase
change on water or removing the energy of vaporization), evaporation of water begins. The

energy available to evaporate water, 1:‘“-, is related to the evaporation rate by Fumo = Ew/Hu0.

. We define a theoretical ratio for the fraction of wet fuel mass, Ru20, which would have risen
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above the evaporation temperature if evaporation had not commenced, assuming the
distribution of temperature is symmetric about the mean. Thus, we have:

.w - 74\'(1[)

max

Ry0 = —————
ZCINU N 1\: 11\’\ (37)

where Cpgr is a constant with a value as the ratio of halfwidth of the temperature distribution to
the standard deviation and Twmax is the maximum temperature in the cell. Moreover, this
constant depends on the type of distribution that would be assumed. The mean evaporation rate
is therefore determined to be:

J e Fia,o(T)dT

/ll“ max d']'
“Wmin (38)

= FH:()-

Here, FH20(T) is the evaporation rate associated with fuel at any specific temperature, T. Now, we
define a normalized evaporation rate, F* as:

. Fu,o(T)
fu;() =T
fll:() (39)
where
- J 0, Twoin <T < Tyap
L = 1 T
Hy( ] B0’ T\'u,) LT < T“ml“ .
’ (40)
This yields unity for the mean normalized vaporization rate:
.T‘"nnn e T AT‘"’I‘ » T max 1
I —_ "!..“m:n I dl - ‘}(l;‘rrr.'n ()(ﬂ N I{I‘ ap -R”:T(fr = 1
H,0 ~ ~ T, - —— -
& - max dT = ‘ﬁ
“TWmin ZC’"I-’ \‘7“'1“. (41)
Decomposing F*20 into its mean and fluctuating components reveals:
Fh.o= Fro+ Fhpo=1+Fgo.
(42)

. o A s
Using these definitions, we can compute ~ 720" 3s
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l“md( "-“md.( ! . 4 ’
[,“m FinoTwdl [ " |Fio - 1) Tv.dr
Fi.olw = Fro  j— = Fn,0 —
Jore dr 2Cpar\ToTw )
43
where the temperature range of the wet solid is
rv— Cl’tlf \I'ﬁ g Tw S. T_M + Cl’df V"m'
(44)
Given the definition of F*420, this simplifies to
Pdf ’ , ’ ’
I e . (,,—" — - 1)T,,dT
FH oTw = Fu0
2Cp¢1] V’T\:-Tsi' (45)
Using equation 36 in the lower limit of the integral we arrive at:
N— — 2
(C pdf \fIT»(T.(-) = | Cpay \,"T.(~T.i- = 2Ru,0Cpar\ T TS,
F, 1o = Fu, ( - ' —
K "0\ R0 ~ e
4dej \v TWT“. (46)
Manipulating and rearranging these terms, we arrive at:
[ 7 2
F ;'1:07-':' = Fi,0Cpas \TwTw |1 = Ru,0) ™.
(47)

Final Equations

The following subsection presents a summary of the new model equations with the closure
completed for all terms.

T, 1 oh —
—_—= qd + ha\ dl - ha‘ Ta + —TeTeava + FJ(H,()‘;)
at C,,Ipd oT,
—Td -T ap
+Fu,0 Tvap —Ta | + Fuyo T T ———
° Tmoist.w ( e ) moist,w LA Tq
(48)
T, 1 Jh
: v = = ha\ sW Ig == ha\ swW lu T (—T'T'ﬂ‘ sw FH'»()HH 0
()' Pru /)\“ C T
(49)

41



RC-2643

arir), 2 =3 — ErE+T5r) § - _
24 = | - 4@, geoyTq T)T, + hayg | ———L (1 —e 7—) T
ot CpsPd d” ¢ P )
T —_— Cp5y —=
+(le" [‘f \ 1‘/1‘1 ( 1 - R('nmbu.\t )(Hj (").1) = [‘H:().— ‘11‘1

moist,w

| S—

- \“I(II(I [— . 2 (.,""
+[’”:() — “ltl - 1\'up )
d moist.w
(50)
and
T 2 e (TETT (. . i) e
t‘ = = — - 4(1\',,\wf(r)l7-n 7\17\,‘ - ha\',.\\\ bl .4 o — ( | — ¢ “"hnorm ’ - ’]-\:-7.\’\
()[ (‘p‘“ [)_\u' & ’
_FH:()dej \,7-\"7\: | - RH:(') )™ Hll:()
(51)

oh
where 7z is described in equation 28.

Proof of Concept Simulations

The new approach described here is intended to capture sub-grid variability in temperatures, and
thus increase the generality of wildland fire simulation capabilities. This enables properly
simulating high and low-intensity fires. This formulation constitutes the first stage in the
development of a multi-phase coupled fire/atmosphere model, which has so far been confined
to the solid phase. Since solids are not moving (no advection or spatial diffusion terms), we can
study the performance in a single 1m x 1m x 1m control volume where the externally-driven
conditions are prescribed, e.g., wind speed, upstream gas temperature, upstream oxygen
concentration, and initial fuel moisture. In order to understand the performance of the model
described above, we developed a series of idealized tests by varying initial fuel moisture
conditions, wind speeds, and upstream gas temperatures. The wet fuels (fuels at their initial
moisture state) are assumed to have an initial bulk density of 0.5 kg m3 and moisture fractions
of (a) 0.05; (b) 1; and (c) 2. These correspond to fuel conditions similar to (a) dry dead needles
and fine branchwood or matted dead grass; (b) live conifer fine branchwood and needles; and (c)
live deciduous fine branchwood and leaves, respectively. Wind speeds have constant values of
0.1ms?, 1 ms?tand 2 mstasthisis a plausible set of wind speeds very near the ground (height
below 1 m) in the vicinity of a surface fire. For a special case, we apply a wind speed value of 4 m
s1, which constitutes a high-intensity fire. For the purposes of this paper, wildfire intensity is

42



RC-2643

assumed to range from low-intensity fires that have depths and flame lengths 10s of cm up to
intense fires that have burning zones of 10s of meters and flame lengths of similar size.

Even though the focus of these proof of concept simulations is modeling the solid phase
temperatures and their variations, it is necessary to vary the local gas temperature for the closure
of the convective heat transfer terms. For this purpose, a simplified evolution equation is
developed that combines the prescribed velocity and upwind temperature, the convective heat
transfer coefficient, an area per unit volume, and a grossly simplified radiation energy sink. This
expression estimates the gas temperature in the control volume:

Cvair Pg ” =g + (.Y""'p-“UT\' + II(I‘-_‘/ ll«l - ]l.' } + ha\'..\w lln' — Iq ) == ,"/ Hf ("),\-
C 0. \ \
(52)
T
] ‘Ig’ —— . (.lth rient (rlg ) ] ) )
Here, cvair is 718 J kgt K2, ‘ambien: , Which is the radiation loss scaled by the

oxygen depletion that relates gas emissivity combustion products in oxygen poor environment,
and gis 0.75 (75% of reaction energy deposited in gas and 25% in the solid), which is the fraction
of reaction energy absorbed by the gas phase. This equation for the gas temperature is simply
intended to capture the fact that there is feedback between the solid and gas temperatures and
the influences of energy in surrounding regions on gas temperatures.

The variance of gas temperatures is prescribed based on the mean gas temperature using the
following equations. This first equation,

: T, - 243.59\"
g - f

(53)

is the variance assigned to the low-intensity gas scenario, which ensures that the minimum gas
temperature in the assumed wide distribution does not fall below 300 K. The second version of
the prescribed gas variance is:

T, - 300\
60+ £ ——

6

(54)

which we assigned for the other simulations. In subsequent phases of this study, related to the
development of a multi-phase sub-grid fire-atmosphere model, these gas temperature equations
are replaced with full transport equations, similar to the technique applied for the solid phase in
the current study.

Initially, the gas temperatures in the control volume in all of the idealized simulations were
assumed to be 300 K, before upwind gases began to advect into the control volume. High-
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intensity fire scenarios were simulated by assigning an upwind mean gas temperature that starts
at 300 K, and ramps up to 1000 K over 15 seconds and tapers off following this relation:
r-15

= ) +0.05 ) . 55

=300 + 222 (0.95 - 0.95tanh (

o

Suw

and the low-intensity fires were simulated with the upwind temperatures rising from 300 K to
500 K over 100 s and tapers off as :

T

Suw

t - 500
0

200/
=300 + - (().93 — 0.95tanh ‘ =

) + ().()5) . o6

Additionally, we prescribe an oscillating upwind gas temperature with the following equation:

_ — 152
Te. = 750 + 450sin ((’6#) .
(57)

All three upwind gas temperature prescriptions for the idealized scenarios are plotted in Figure
11.
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Figure 11: Prescribed upwind gas temperature over time for the high-intensity, low-intensity, and
oscillating scenarios.

The first two temperature scenarios, involving near-sustained elevated gas temperatures, were
designed to reduce the complexity of environmental drivers with the elevated temperature that
represent gases advected from upwind with the approaching fire. The third gas temperature
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paradigm was chosen specifically to highlight the response of the model in dynamic
environments with oscillating conditions. It was assumed that the high-intensity spreading fire
scenarios were unlikely to coincide with light winds and thus we used only the case of wind speed
at 4 m s and temperature of 1000 K. The time step for all simulations is 0.001 s and we
temporally discretize the differential equations using an explicit forward-in-time Euler method.
The simulations ran for at least 600 s.

The size scale of the fuel (half of the volume to surface area ratio) remains constant and is
prescribed as 0.0006 m, which corresponds to roughly that of thermally thin grass, needles, or
fine branchwood. Thermally thin fuel refers to fine fuel particles that are assumed to have no
internal temperature gradients. As such, an individual fuel particle will warm and cool uniformly.
Non-thermally thin fuel particles will be addressed in future efforts, which would build on some
approaches that have been outlined in this document.

Sub-grid turbulent kinetic energy (TKE) is fixed at k, = 0:125U2, k, = 0:005U2 and k. = 0:2k, m? 52,
where U is the prescribed scalar wind speed. FIRETEC incorporates three subgrid TKE scales (and
their associated turbulence energy spectra) corresponding roughly to the unresolved scales
associated with vegetation structure. Additional information on sub-grid TKE in FIRETEC is
discussed by Linn (1997). For the purposes of this concept demonstration, the turbulent length
scales are equivalent to the distance between larger vegetation structures (e.g., shrubs),
branches, and needles.

The radiation loss terms are computed using the mean and variance of the wet and dry fuel
temperatures to compute T# and blackbody radiation. The effective area that radiates energy
away from the solid is estimated based on the surface area per unit volume times y, which is the
ratio of the fuel depth height to cell height (a compression factor):

q= )'a\.e(r'l'_J.

(58)
While radiation ahead of the flame front has a role in preheating fuels, radiation alone does not
typically induce fire spread in fine wildland fuels that are loosely packed due to attenuation in
low-density discontinuous fuels, and the fact that convective cooling between fine fuel elements
counteracts radiative heating, as was discussed by Finney et al. (2015). Results from their
experiments provide strong evidence that convection is largely responsible for wildland fire
spread (Cohen & Finney 2022b,a). Thus, in the interest of simplicity, we omit the influences of
radiative heating in this initial testing phase. The radiative heating will be addressed in more
detail in subsequent efforts.

The evaporation rate is calculated by first determining the difference between the energy gained
by the wet fuel through convective and radiative heat transfer within one time step and the
energy that it takes to raise the temperature distribution to the point where the max
temperature reaches 373 K. This residual energy is the energy available to evaporate water within
the time step and determine the water evaporation rate. The theoretical maximum temperature,
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T*wmax, that would be reached within a time step without accounting for the phase change
provides an estimate for the fraction of fuel, Ruz0, that would be above 373 K due to the radiative
and convective heating and cooling. For this initial effort, we use a top hat distribution. Using this
simplified distribution, Cpqr = V3 in equation 36. We recognize that if a normal distribution is
applied instead, Ru20 is a form of the error function. We will be exploring this topic in the future,
separately.

We apply a similar philosophy to determine what fraction of the fuel in a cell is above the critical
temperature for combustion, ¢ . This fraction is used in the mixing limited reaction rate as
described by Linn (1997).

A simplified model for the advection and consumption of oxygen density is used to represent the
depletion and replenishment of oxygen with time. The available oxygen is initialized as 21% of
the air density, and over time it is calculated explicitly using the following equation:

0, . ’(')03
ot Cox (59)

= _I‘] "\'u.\_\'ye'n -

Here, Noxygen is the stoichometric coefficient for oxygen in the combustion reaction (Drysdale
1985) normalized by the total mass of reactants. The upwind oxygen value is related to the
upwind temperature, such that as temperature decreases/increases oxygen increases/decreases
proportionally between ambient, 0:21pgembient , and 0.15 kg m3. Corresponding to the upwind
drop in temperature, we assign upwind oxygen, such that:

0y, =015+ w ‘() 05-0. ()mmh‘ ) +0. ()S,
(60)
in the high-intensity simulations, and
— ) 50(
0y, =015+ i (() 05 -0. ()mmh‘ q( )) - ().()5’
120 (61)

for the low-intensity cases. Lastly, the upwind oxygen concentration in the oscillating simulations
is
- 15)2n )

22, =0.18 - 0.(
02, = 0.18 - 0.06sin | —7

(62)
All three scenarios are plotted in Figure 12.

Finally, we only apply the equations for temperature of the wet/dry fuel equations and their
variances when their respective density is greater than 1x10°® kg m3. We also assume that the
fraction of energy deposited directly back onto the fuel, Og, is 0.25.
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Figure 12: Upwind oxygen concentrations where changes are inversely proportional to
temperature changes.

Proof of Concept Simulation Results

We begin with scenarios of high-intensity fire placed upwind of the control volume. We simulate
high upwind temperature with high wind speed for all local moisture scenarios shown in Figure
13 and Table 1. In these simulations, the mean upwind gas temperature is raised from 300 K to
1000 K over 15 s with a slow decline back to ambient temperature. It is unlikely that a 1000 K gas
temperature would coincide with light winds. Thus for this high-intensity simulation, we present
the results for only the case of 4 m s wind speed, applied to all three fuel moisture scenarios
(5%, 100% and 200%).

In these Figures, mean wet and dry fuel temperatures are only shown in cases with the density
above 1x10°kg m3. The blue solid line with circles indicates the mean wet fuel temperature, the
red line with squares is the mean dry fuel temperature, the light grey line is the mean gas
temperature, the solid purple line is the upwind prescribed gas temperature, and the dashed
blue and dotted red lines are the wet fuel and dry fuel density, respectively. Shading corresponds
to one standard deviation above and below the mean temperature value.
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Figure 13: Model results for high intensity fire with 4 m s* winds at a) moisture fraction 0.05, b)
moisture fraction 1 and c) moisture fraction 2. Temperature is plotted only when the respective
fuel density is above 1x10° kg m3 and shading indicates 1 standard deviation above and below
the mean temperatures.
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U Tmoist,w leg ’(’/' Ic0 Pd, Imu.\' ’T,,m_‘ Ij_iu I fis Pdey

4.0 0.05 2 10 9 0494 1151 11 17.6 29 0.009
4.0 1.00 3 82 12 0.134 1052 15 226 34 0.009
4.0 2.00 5 - 12 0.065 1030 17 27.5 42 0.010

Table 1: 1000 K gas temperature simulation results under wind [U (m s~1)]. and moisture fraction
[7moist.w| scenarios for evaporation initiation time [z, (s)]. evaporation completion [z, (s)].
combustion initiation [7,, (s)]. density of dry fuel at combustion initiation |pg4. (kg m~3)]. the
peak temperature [Tnax(K)]. the time of peak temperature [t7,,,, (s)]. the time for 50% [tg, (5)]
and 75% (15 (s)] fuel consumption, and the density at 600 s [ pg, (kg m~3)].

In all moisture fraction scenarios, a fraction of wet fuel is quickly dried and dry fuel begins to burn
within the first 12 seconds of all simulations. It should be noted that there is an assumption that
there are burning ashes etc. present, such that ignition is piloted. At the onset of combustion in
the fuel with moisture fraction of 0.05, 99% of the fuel is already dried (i.e., 99% moved from the
wet to dry fuel category) and thus available for consumption. This can be contrasted to 27% and
13% of the fuels that have been dried when combustion starts for the fuels with moisture
fractions 1 and 2, respectively. The maximum temperature is slightly higher in the lower moisture
fraction scenarios, but the time for the peak temperature differs only by 5 seconds amongst these
three simulations. The similarity between these three cases is indicative of the fact that the
strong winds and high temperatures are very significant and they overwhelm the effects of
moisture on combustion initiation. It isimportant to remember that the prescribed high-intensity
conditions are associated with fire upwind of the control volume, likely indicating abundance of
dry fuel in that region. The similarity of the results relates to the fact that when a fire moves from
one set of conditions to a new set of conditions, the changes to fire behavior do not occur
instantaneously (time or space). Thus when our control volume has high moisture (i.e. moisture
ratio, or fractions, of 1 or 2), the high-intensity fire from upstream still ignites the fuel and
consumes it, but the energy release (proportional to the dry mass loss rate) is lower in the wetter
fuel cases. We also note that the temperature begins to decrease after the initial reaction in all
scenarios, as a combined result of reduced oxygen availability leading to lower reaction rates and
convective cooling. After 600 s, only 2.1% or less of the fuel remains in all simulations, which
indicates near complete fuel consumption regardless of moisture content. This is consistent with
observations and empirical models in a high-intensity wildfire. During high-intensity crown fire,
where observed in-fire mean gas temperatures exceed 1000 K (e.g., Taylor et al. 2004), the
fraction of fine fuels (less than 5 mm diameter) that are consumed is high and often approaches
100% (Forestry Canada Fire Danger Group 1992; Call & Albini 1997; Stocks et al. 2004; Thompson
et al. 2020; de Groot et al. 2022).
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Reducing the upwind gas temperature and variance after 100 s provides enough time to examine
the fire behavior simulated in the model at constant high intensity. For all simulations presented
here, it is important to remember that holding the wind and upwind gas temperature steady (and
remaining steady for an extended period of time) is unrealistic. However, doing so allows us to
observe the model behavior without the extremely complex influence of varying wind and gas
temperatures on the fire behavior.

Evaluating the results in Figure 14 and Table 2, we next examine the behavior of our proposed
model for a lower-intensity upwind fire scenario and a lower-mean upwind gas temperature with
a higher variance. These conditions are selected to illustrate the behavior of the proposed model
during a low-intensity head fire impinging on a cell, or flanking/backing fire behavior where only
a fraction of the gas temperature within the cell would be hot enough to initiate combustion in
the dry fuel. In these scenarios, the upwind gas temperature begins at ambient, ramping up to
500 K over 100 seconds and slowly decreasing as shown in Figures 11 and 14. The results
presented in Figures 14a - 14c correspond to wind speed 0.1 m s, Figures 14d - 14f to wind speed
of 1.0 m s}, and Figures 14g - 14i to a wind speed of 2.0 m s. Furthermore, Figures 14a, 14d,
and 14g correspond to moisture fraction of 0.05, Figures 14b, 14e and 14h are moisture fraction
of 1, and Figures 14c, 14f and 14i show results for moisture fraction of 2.

U "moist,w  leo leg Ic0 Pd. Tmax s Ig, Ifs Pdgx
0.1 0.05 23 209 - - 375 155 - - 0.5
0.1 1.00 38 - - - 373 0 - - 0.5
0.1 2.00 50 - - - 373 0 - - 0.5

0.05 10 95 114 0.5 858 1251 147 192 0.051

1.00 17 - - - 430 239 - - 0.5

2.00 23 - - - 427 276 - - 0.5
2.0 0.05 7 81 95 0.5 929 102 1156 142 0.030
2.0 1.00 14 524 111 0.348 914 119 131 161 0.033
2.0 2.00 19 - 133 0.276 921 141 156 206 0.043

Table 2: 500K gas temperature for each wind and moisture scenario. The columns are the same as
described in Table 1. The Table is organized consecutively corresponding to Figurel4subfigures
a)-i)
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Figure 14: Results for wind speed and moisture fractions applied to the low intensity gas scenario.

In simulations where the wind speed is near calm (Figures 14a-14c), convective heat transfer is
not significant enough to warm the fuel and overcome radiative losses. Thus, no fraction of the
fuel is warm enough to begin combustion in any of the scenarios. Increasing the wind speed to 1
m s provides enough convective heating to induce combustion when the fuel is dry. However,
the energy sink required to evaporate water from the fuel with a higher moisture content
prevents combustion from occurring. Increasing the wind speed to 2 m s results in all moisture
scenarios reaching the threshold for combustion. Interestingly, the fuel consumption in all cases
where combustion occurs is 90% or greater. This result is somewhat surprising since during a low-
intensity burn we would expect less than 90% consumption. For these idealized cases with
constant winds and steady gas temperature prescription, however, we are not capturing the
effects of cool air entertainment. This can contribute to residual unburned fuel. Furthermore, the
elevated upwind temperatures persist for more than 5 minutes, which is likely unrealistic over a
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1 m spatial scale in some of these scenarios. Arguably, a near surface wind speed of 2 m s** would
produce a higher intensity surface fire than we are prescribing upwind, especially for the driest
fuel. For example, the Canadian Forest Fire Behavior Prediction system (Forestry Canada Fire
Danger Group 1992), an empirically-based system used by fire management agencies, predicts a
moderately intense fire with 1.3 m s forward rate of spread in dead matted grass that has a
moisture content of 5% if we estimate the 10 m open wind speed to be 5.4 m s using a simple
logarithmic wind profile with 2 m s wind at 1 m, roughness length z = 0:05m and zero plane
displacement d = 0:65m. Considering the depth of the fireline (being at most tens of meters deep)
and the forward rate of spread, the residence time for such a fire would be much less than 5
minutes (Cheney and Sullivan 2008; Wotton et al. 2012) in this case.

In simulations where wet fuel is still being converted to dry fuel during combustion (Figures 14h
and 14i), the initiation of burning coincides with a slight decrease in mean wet fuel temperature.
Since the mass of wet fuel drops quickly in response to accelerated evaporation caused by the
increase in gas temperature, the mean temperature of the wet fuel will fall as the warmest of the
wet fuel is converted to dry fuel and the cooler of the wet fuel remains. Furthermore, the sharp
increase in temperature at the onset of combustion is more rapid than expected for a low-
intensity scenario in a cell Im x 1m and is due to the fact that 1) we do not simulate cool air
entertainment and temperature fluctuations from surrounding cells when the upwind gas is
elevated (as already discussed), and 2) we may not be accurately capturing the oxygen
concentration in the control volume. This also likely contributes to a larger fraction of fuel being
consumed than is expected during marginal conditions. These limitations will be corrected with
coupling of the gas equations to the fuel equations in the near future, where we capture the
influence of adjacent cells (i.e., more realistic advection of gas and oxygen) and turbulent
variations.

The main motivation behind this work is to improve the sub-grid models for fire behavior
simulations through the development of new closure schemes. Thus, we proceed with examining
the individual terms and closures in the proposed model, specifically looking at the processes in
Figure 5i. This simulation was selected since it highlights the most important processes in the
lower-intensity upwind scenarios, i.e., slower warming and evaporation, moderate wind speeds,
higher moisture, and eventual but delayed combustion. Hereafter, we represent all terms in
Figure 6 related to radiation contribution as aj, all terms related to convection as 8y, all terms
related to the heat of combustion or heat of vaporization as éx, and all other terms as €, where x
denotes d for the mean dry fuel temperature, dv is the mean dry fuel temperature variance, w is
the mean wet fuel temperature, and wv is the mean wet fuel temperature variance. In the case
where By or g, have two terms, these terms are assigned in the order that they are shown in the
governing equations that have been outlined in previous sections. These terms are more
specifically outlined in Table 3.
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Wet fuel terms contributing to the mean and variance of temperature
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Table 3: Terms and abbreviated symbols for Figure 15.

Beginning with the solid wet fuel mean temperature and variance, as shown in Figures 15a and
15b, the mean temperature rises and the variance increase in response to increasing gas
temperature at the onset of the simulation. This is via convection before the onset of evaporation
at 19 s. Once evaporation begins, convection source terms, 8, and B4y, and the sinks associated
with heat of evaporation, éw and duy, increase the mean temperature and reduce the variance
respectively, as warm wet fuel is being converted to dry fuel. Regarding the dry temperature
results in Figure 6¢, the mean dry fuel temperature falls with the radiative and convective cooling
sinks, ag and B4, exceeding the source of warm dry fuel, d, until the gas temperature rises above
the mean dry temperature. This results in positive convective heat transfer, which forces a rise
in dry temperature. At the same time, we observe a rise in the variance (Figure 15d) of the dry
fuel, since the positive contribution from the convective term, 84, outweighs the sink from
radiation, and the dry fuel mass source terms, aq and €4, respectively (Figure 15 d).
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Figure 15: Individual term contributions averaged over 1 s for a) the dry fuel temperature
equation, b) the dry fuel variance equation, c) the wet fuel temperature equation and d) the wet
fuel variance equation in the wind 2 m s, fuel moisture fraction 2 and gas temperature 500 K

scenario. The terms in the legend appear as ordered in the derived equations and are discussed
Ar o 2At
further in Table 3. All terms shown are multiplied by <## OT%op for the corresponding specific

heat capacity and density.

The dry variance and mean temperature continue to rise until a fraction of mass in the dry fuel
temperature distribution reaches 600 K (at approximately 133 s) and pyrolysis / combustion
begins. The exothermic reaction source term, &4, quickly raises the mean temperature of the dry
fuel. This is while the combined sources, &4, B4y and €42, are greater than the combined sinks,
agv and &gqy. This results in a rapid net increase of the variance. As previously discussed for the
onset of combustion, we observe energy and mass losses in the wet fuel, which are due to rapid
heating. Thus, the sudden drop in 6w results in @ momentary decrease of the mean wet fuel
temperature and an increase in the wet fuel variance as warm wet fuel is quickly converted to
dry fuel.
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The mass loss due to combustion coincides with depleted oxygen and lowering of the reaction
rate, 64. This, combined with convective cooling and mass gain at lower temperatures (84 and &4),
leads to a drop in mean temperature. Similarly, 64, in the variance equation falls as the reaction
rate drops the resulting source term. This combined with the sinks related to radiation, a4y, and
cooling (convective and mass gain, 84, and £4,) the variance falls as well. At this stage, the upwind
prescribed gas temperature is decreasing and all source and sink terms are reduced in all
equations until both the reaction and evaporation cease, and convection and radiation are the
only contributing terms.

The qualitative examination of the individual terms in the reaction for low mean gas
temperatures with high variance provides a reasonable explanation for the observed fire
behavior in the conceptual model presented here. Most of the known processes are represented
in this simple scenario and the equations are well behaved. Although we are unable to directly
compare the results of this study with observed in-fire data to determine the accuracy of
magnitude and relative contributions of the individual terms, the net fire behavior follows the
expected trends. We acknowledge the scenarios presented are unrealistic given constant or
steady wind, mean upwind gas temperatures, and gas variance. However, we are able to examine
the behavior of the model by removing the complexities of variations in gas temperature and
wind speed due to turbulence. This also enables examining the impact of each of the terms and
closures presented here.

The final set of idealized gas scenarios presented is driven by an oscillating upwind gas
temperature, which alternates between 300 and 1200 K with a 60 s period as shown in Figure 16
and Table 4. Wind and moisture are the same as outlined in Figure 15. In all simulations, we
observe a step-like structure in the density as a response to the fluctuations in gas temperature.
As gas temperature increases, the movement of mass from wet to dry accelerates, and its
decrease coincides with slowing of the mass transfer. Moreover, this step-like structure is evident
in the mass decrease of dry fuel as well, particularly in the two higher wind speed scenarios, in
which convective heat transfer and mixing are stronger.

All simulations achieve combustion, except the highest moisture fraction with the lowest wind
speed. Interestingly, the fuel consumption in the lowest wind scenario is significantly lower than
all other simulations presented, with 20% and 49% of the fuel remaining at 600 s in the 0.05 and
1 moisture fraction, respectively. This is compared to 1.1% to 1.9% remaining in the same
moisture scenarios when the winds are stronger.
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Figure 16: Wind speed and fuel density scenarios for gas temperature oscillating between 1200
K and 300 K with a 60 s period. The wind and moisture scenarios are the same as described in

Figure 13.
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U "moist,w  leo leg Ic0 Pd,. Tnax T max 15, Ifs Pdgx

0.05 11 92 99 0.5 718 118 232 463 0.100

1.00 17 - 460  0.485 728 485 595 - 0.245

2.00 21 - - - 455 5838 - - 0.5
1.0 0.05 5 22 18 0.495 968 23 45 66 0.009
1.0 1.00 8§ 273 23 0.138 866 29 52 72 0.009
1.0 2.00 11 591 23 0.068 856 32 59 91 0.011
2.0 0.05 4 18 16 0.495 1053 19 32 51 0.006
2.0 1.00 7 203 19 0.135 955 24 40 56 0.006
2.0 2.00 9 411 19 0.065 042 26 45 82 0.006

Table 4: Oscillating gas temperature for each wind and moisture scenario.The columns are the
same as described in Table 1.

We observe a rapid rise in dry temperature at the onset of combustion in the higher wind speed
simulations (Figures 16d-16i), similar to the two previous gas scenarios discussed earlier.
However in the lower wind speed scenario with a slower fuel response time due to reduced
convective heat transfer (Figures 16a-16b), we observe a markedly cooler peak temperature with
a slower decline. Because of this slower response time, when combustion finally occurs, the
upwind temperature is already in the decreasing phase of the oscillation and so the control
volume and upwind gas temperature is cooler at the onset of combustion (compared to the
previous scenarios). This leads to a slowed acceleration and deceleration of the reaction rate and
a lower overall maximum temperature. This phase could loosely be compared to the effects of
cool air advection from surrounding cells and turbulence/vorticity-induced cooling. As discussed
by Finney et al. (2015), local temperatures fluctuate rapidly as a result of the effects of turbulence
and buoyancy-induced circulation, which can be periodic in both stream-wise and transverse
directions. Since we are not incorporating these effects in the control volume boundary
conditions, it is reasonable to assume that we can expect variation in reaction rate and mean dry
fuel temperature when coupling the unsteady gas equation and fuel equations in three-
dimensional scenarios. Future work that includes more accurate oxygen advection should further
improve the reaction and fuel consumption rates.

In these simulations, the lag and offset between the dry fuel temperature, the cell level gas
temperature, and the upwind gas temperature is most pronounced in the low wind scenario for
all three moisture fractions. This is due to the reduced convective energy transfer for solid-to-gas
and gas-to-solid. The variations in wet fuel temperature in response to variations in gas
temperature similarly increase with wind speed. Unlike the low-intensity scenario shown in
Figure 5, we observe a very modest decrease in wet fuel temperature during the onset of
combustion. Instead, changes in wet fuel temperature are mainly a result of gas temperature
variation in the control volume.
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Effects of Gas Temperature Variance on Dry Fuel

While we only present the results for a single control volume whose fuel evolution is not directly
dependent on cell size (although the overly simplified gas temperature and oxygen equation
assume a 1 m upwind distance), the improvement of sub-grid temperature distribution relaxes
the current restraint on cell size in three-dimensional formulations of FIRETEC. The proposed
model for the evolution of sub-grid temperature distribution is expected to improve the current
static shape of sub-grid temperature distribution in FIRETEC. While the cell size is not explicitly
adjusted in the proposed model, we can instead achieve a similar result by prescribing a wide gas
temperature distribution. This is because a fire (or hot gas) approaching a larger cell results in a
wide range of sub-grid temperatures given only the temperature of a small fraction of the large
cell would initially increase while the remainder of the cell remains closer to the ambient
temperature. In the next phases of this work, the inclusion of advection and turbulent diffusion,
as well as influences on local gas temperature distributions are incorporated to account for cell
size effects. These will feed back to the solid phase equations presented here. However, we can
explore this concept by modifying the prescribed gas temperature distribution shown in Figure
17. In these simulations, we assign a mean gas temperature of 500 K in the control volume and
apply a range of variances for the moisture fraction 1 scenario under all 3 wind speed cases. The
value indicated by x in ¢gx represents half the width of the top hat distribution, i.e., 500 + ¢gx K
is the maximum temperature in the top hat distribution with ¢gx ranging from 100 to 300 K. This
Figure highlights that increasing width of the gas temperature distribution results in an increase
in width of the fuel temperature distribution in all wind cases, regardless of the state of
combustion. Furthermore, increasing the wind speed (and thus convective heat transfer)
increases dry fuel temperature variance in both combustion and non-combustion scenarios. This
is because stronger convection will result in a stronger influence of the gas temperature on solid
temperature.
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Figure 17: Comparison of the effects for different gas temperature variances on the dry fuel
variance for a) 0.1 m s, b) 1.0 m s and c) 2.0 m s winds. In all simulations the mean gas
temperature is 500 K, the moisture fraction is 1 and ¢y« is @ measure of the gas temperature
variance, with x corresponding to half the maximum width of the top hat.

Currently, FIRETEC simulations require significant computational resources on high-performance
computing systems due in part to restrictions on grid spacing. A single simulation in a small
domain (e.g., 200 cells x 200 cells x 41 cells) requires tracking over 1.6 million cells, and within
each of those cells computing or storing upwards of 40 variables at each time step with time
steps as small as 0.001s. Increasing the cell size has the potential to reduce computing
requirements without compromising modeled fire behavior and will be examined in future work.

Field Experiments and Model Comparison

On the afternoon of November 15, 2017 a series of experimental fires were conducted between
1700 and 1800 UTC, providing data for the evaluation of the overall performance of the proposed
model. For these experiments, a 4x4 m sand bed was constructed on the campus of the University
of Georgia, Athens, GA and a 2:4 2:4 m burn area was established inside the sand bed. Further
details on the experimental fire bed configuration can be found in Strother (2020). The fuel bed
consisted of pine litter with a 4% moisture content, which was spread across the burn area to

59



RC-2643

achieve a fuel load of 0.37 kg m? approximately 10 cm deep. The weather station located on
Whitehall Forest recorded mean wind speeds of 0.635 and 0.474 m s* for the hours of 1700 and
1800 UTC respectively with the maximum gust of 1:21 m s*. The imaging system consisted of a
FLIR (Forward Looking Infrared) SC660 (FLIR Systems Inc., Boston, MA, USA) thermal imaging
system mounted to a 7 m-tall aluminum tripod which was positioned directly above the burn
area to provide a nadir view. The FLIR system has a focal plane array of 640 480 pixels and a
spatial resolution of 0:9 cm at 7 m distance. The temperature range selected for data collection
during the fires was 573 to 1773 K at a measurement rate of 1 Hz. Further details on FLIR
specifications are found elsewhere (e.g., Hiers et al. 2009; Loudermilk et al. 2012; O’Brien et al.
2016). Visual imagery was captured by a GoPRO HERO3 camera mounted alongside the FLIR.
Three different ignition patterns were completed: a point source, ring source, and 2 parallel lines.
Four 11 m cells were segregated for each experimental fire and temperature distributions within
each cell were analyzed at each second.

Precise descriptions of the gas temperature and associated variance are unknown for these
experiments. Given the lower intensity of the fire, we approximate the upwind gas temperature
as

T = 300+500tanh (4 ) +400tanh | S55E . (63)
which allows for a slow gas temperature rise. The gas temperature variance, like the idealized
scenarios previously discussed, is assigned to have a variance

-~

T,-300
)

T.T, = (60 + (64)
Fuel bed temperature is initialized at 292 K and we estimate the ground level winds and TKE as
U=0:4ms?, k,=0:05ms?, and kp = 0:002 m s* (used for the mixing limited reaction rate) near
the ground.

The completed simulation compared to the observations is illustrated in Figure 18, where the
dashed lines are the mean temperatures of the various burning observations within the 1x1m
cell, the red solid line with squares indicates modeled mean dry temperature, the blue solid line
with circles is mean wet fuel temperature, the grey line is gas temperature and shading indicates
one standard deviation above and below the mean based on the dry and wet modeled variances.
The observed data is only presented for values above 773 K. Since there are multiple fire
observations, we align the model data with the observations at peak temperatures. Furthermore,
it is important to note that FLIR temperature observations are from the two-dimensional surface
layer and do not capture variations in temperature below the surface. The proposed model,
however, accounts for three-dimensional temperature distributions. With that said,
unsurprisingly, the observed fuel temperatures are significantly hotter than the modeled mean
temperatures. However, if we truncate the simulation data (from the modeled mean
temperature and variance) to values in the distribution greater than 773 K, we observe a
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significant improvement in the alignment between modeled and observed temperature,
especially after the peak temperature as shown by the solid black line. Distinct differences
include a more rapid modeled rise in temperature during the initial combustion phase with a
slightly premature drop in temperature as fuel is being consumed and a slower reaction rate. As
previously discussed in the idealized scenarios, we hold the upwind gas temperature constant.
Thus, we are not capturing the turbulent gas temperature variations that would influence fire
behavior. These limitations are not associated with the final model, but instead are the result of
the overly simplified test cases presented here.
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Figure 18: Simulation results for the mean wet solid fuel, dry fuel and gas temperatures (blue,
red,grey solid lines) compared with observations (dashed lines) of mean solid temperature
evolutionina 1l mx1mcell. The horizontal line is at 773 K (500 C) which is the minimum observed
FLIR temperature. The adjusted dry fuel temperature (thick solid black line) is the recalculated
mean temperature for temperatures above 773 K.

Figure 19 illustrates the modeled variance and the observed variance. In this figure, the red solid
line with squares is the modeled variance, the light grey line is the prescribed gas temperature
variance and the dashed lines indicate the ensemble of mean variance observations. While the
observed variances are approximately half to three-quarters of the modeled values (in red), this
is not necessarily a case of overestimation by the modeled variance. Rather, it is the result of a
restricted range of observed temperatures measured by the FLIR. It is reasonable to assume that
temperatures within a single cell solid would be below 500 C during a low intensity fire, which is
not accounted for in these observations. Thus, the results show fictitiously low variance.
Furthermore, the three-dimensional distribution of temperatures, which are not accounted for
in the FLIR observations, would further increase the variance. This is because deeper fuel initially
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has lower temperatures compared to the surface temperature, which would be exposed to
convective and radiant heating ahead of the flame front. As discussed in the previous figure with
a mean temperature adjustment, we similarly observe a more realistic modeled variance by
excluding fuels below 773 K. While the magnitude of the modeled variance does not reflect the
observed variance presented here, the overall shape and behavior of the variance aligns with the
shape and behavior of the observed variance. Given the strong influence of the gas temperature
variance on the fuel temperature variance, improvements to modeled gas temperature will
improve the overall model performance.
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Figure 19: Simulation results for modeled variance (solid line) compared with observations of
variance ina 1 m x 1 m cell. The adjusted variance is recalculated after removing all temperatures
below 773 K, as discussed in Figure 18.

Conclusions and future work

A new parameterization for sub-grid processes related to temperature and moisture variation in
wildfire behavior models has been developed. Other wildfire behavior models have succeeded in
simulating high-intensity fire during extreme conditions where the relevant length scales are
large enough to be resolved and the impact of sub-grid variations is minimal. However, the
performance of these models suffers when conditions are less extreme and the length scales are
small. The aim of the work described here is to improve the overall performance of these models,
particularly during lower-intensity fires where the sub-grid spatial and temporal variations have
significant impacts on fire behavior.
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The focus of this project was improving the parameterization of the combustion process in
coupled fire-atmosphere models by better describing the governing equations for wet and dry
fuels and their temperature evolution. Our future plan (currently ongoing) is to focus on the
development of equations describing the evolution of the temperature variations for the gas
phase based on a similar approach as described here. These new equations for the gas phase will
then be coupled to the set of equations for the wet and dry fuels, which should improve the
modeled energy exchange between wet and dry fuel and surrounding gas. This has a significant
influence on fire behavior as we have previously shown. This energy exchange is one of the
essential components contributing to the self-determining nature of FIRETEC. As such,
considerable effort is being put toward these next developments.
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